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network, which integrates cellular phones into
the public switched telephone network. Cellu-
lar service has seen tremendous acceptance, es-

pecially in the iast few years, with millions of
new subscribers each year and the new sub-
scriber rate growing. Some estimates predict
thathalf a billion cellular phones will be in serv-
ice by the end of the next decade. AD-HOC net-
works are typically described as a group of
mobile nodes connected by wireless links
where every node is both a leaf node and a

router.

1,.1 EVOLUTION OF MOBILE
NETWORKS:

The first systems offering mobile telephone
service (car phone) were introduced in the late
194Asin the United States and in the early 1950s

in Europe. Those early single cell systems were
severely constrained by restricted mobility, low
capacity, limited service, and poor speech
quality. The equipment was heavy, bulky,
expensive, and susceptible to interference.
Because of those limitations, less than one
million subscribers were registered worldwide
by the early 1.980s.

1.1.1 GENERATIONS OFMOBILE
COMMUNICATION:

Abstract: In this paper we describe mobile
network & mobile ad hoc networking technol-
ogy. We discuss generation of mobile network
and a lean and efficient routing protocol for
wireless ad hoc networks. We report on its im-
plementation, on performance comparisons and
on a formal validation result. Moreover we dis-
cuss Formal Protocol Verification and operat-
ing over infrared or Bluetooth. This paper evalu-
ates two model checking tools, SPIN and
UPPAAL, using the verification of the Ad hoc

Routing protocol as a case study. Insights are

reporied in terms of identifving important
modelingconsiderations and the types of ad hoc

protocol properties that can realistically be veri-
fied.

Keywords. Cellular Phone network, mobile ad

hoc networks, routing protocols, Wireless net-
works, ad hoc routing, routing protocol Imple-
mentatiory formal validation, model checking,
Infrared or Bluetooth.
.'.. INTRODUCTION:

Cellular communications has experienced ex-

plosive growth in the past two decades. Today
millions of people around the world use cellu-

most important factor in human life. Ceiluiar
phones allow a person to make or receive a call
from almost anywhere. Likewise, a person is

allowed to continue the phone conversation
while on the move. Cellular communications is
supported by an infrastructure called a cellular

1G (First Generation):

The introduction of cellular systems in the
1970s and early 1980s represented a big leap in
mobile communication especially in capacity
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and mobility. Semiconductor technology and
microprocessors made smaller, lighter weight
and more sophisticated mobile systems a

practical reality for many more users. These 1G
cellular systems still tuansmit only analog voice
information. The most prominent 1G system is
Advanced Mobile Phone System (AMPS),
Nordic Mobile Telephone (NMT), and Total
Access Communication System (TACS).

2G (Second Generation):

The development of 2G cellular systems was
driven by the need to improve transmission
quality, system capacity, and coverage. 2G
cellular systerns include GSM, Digital AMPS (D-
AMPS), code division multiple access (CDMA),
IS-95 and Personal Digital Communication
(PDC). The most important distinction in 1G and
2G is that 1G networks use analog signals, while
2G networks use digital, Today, multiple 1G
and 2G standards are used inworldwide mobile
communications. Many standards are used only
in one country or region, and most are
incompatible. GSM is the most successful family
of cellular standards (GSM900, GSM-railway

[GSM-R], GSM1800, GSM1900, and GSM400).

3G (Third Generation):

3G systems promise faster communications
services, including voice, Tax and Internet,
anytime and anywhere with seamless global
roaming. The first 3G network was deployed in
Japan in 2001. 3G technology supp orts'l,MKbps
bandwidth, with high speed movement (e.g.
vehicles),384 Kbps (e.g. on campus) & 2 Mbps
for stationary.

"True" 3G

Third-generation specifications cali for even

higher speeds 144 kbps in vehicles, 384 Kbps
for pedeskians outdoors, and 2.48 Mbps in in-
door offices. Some carriers are callingtheir cur-
rent depioyments 3G. This is contested by oth-
ers as being the iowest rung of the 3G specifica-
tiory and hence prefers to use the term 2.5G. As
expected, each of the 2.5G technologies has a
forward path to the 3rd generation.

@ EDGE (Enhanced Data Rates for Global [or
GSMI Evolution) is the true 3G offering
along the GSM path. It prOvides datd rates
three times greater than GSM/GPRS, with
speeds in the range 100 - 130 kbps (up to
200 kbps in bursts). EDGE was rolled out
across Canada in 2004. Being an extension
of GSM/GPRS, EDGE will be widely
available internationally, and supported by
network operators in many countries, and
over 60 network operators in over 40
countries have committed to EDGE for their
next generation services.

@ There are a couple of forward paths from
CDMA2000 offering substantially higher
data rates. Neither of the CDMA based car-
riers (Telus Mobility, Bell Mobility) had an-
nounced offerings or pilots at the time or
writing.

Next Generation

There are specifications for higher speed
services. We will update us when these be-
come closer to reality in Canada.

1.2. BRIEF HISTORY

Many channel allocation algorithms have been
proposed during the last thirty years for cellu,
lar networks to avoid channel interference and
efficiently utilize the limited frequencies. These
algorithms can be classified into three types:
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fixed, flexibie, and dynamic. Among thern, ciy-
namic channel allocation (DCA) strategies have
been the focus of recent research. With DCA
strategies, a cell may use any channel that will
not cause channel interference. Typically, each
channel is associated with a priority;when a cell
needs a channel, it picks the available channel
which has the highest priority. Ail the previous
algorithms, which are referred to as centralized.

channel ailocation algorithms, rely on a mobile

szuitching centre (MSC) to accomplish channel
allocation

2. MOBILE AD.HOC NETOWRK

Theoretical mobile ad hoc networking re
search [CCL03] started some decades ago. But
commercial digital radio technologies appeared
in the mid-nineties. Since then, few proposals
for enabling ad hoc cornmunications were
made. The first technology (IEEE8O2.1']., also
referred to as Wi-Fi [ANS99]) is still srrongly
leading the market, although there is great room
for irnprovement. This section provides an over-
view and a technical description of the technolo-
gies that have been proposed hitherto. A com-
mon feature of most wireless networking tech-
nologies is that they operate in the unlicensed
Industrial Scientific and Medical (ISM) 2.4GHz
band. Because of this choice of frequency band,
the network can suffer interferences from mi-
crowave ovens, cordless telephones, and other
appliances usingthis same band plus, of course,
other networks.

2.L Packet radio

Packet radio [GFS78] was used for the earliest
versions of mobile ad hoc networks. It was spon-
sored by DARPA in the 1970s" it allows the trans-
mission of digital data over amateur radio chan-
nels. Using special radio equipment, packet ra-

dio networks allowing transmissions at 19.2

kbit/ s,56kbit/ s, and even 1.2lvIbit/ shave been
developed. Since the modems empioyed vary
in the modulation techniques they use, there is
no standard for the physical layer of packet ra-
dio networks. Packet radio networks use the
4X.25 data link layer protocol, derived from the
X.25 protocol sui.te and designed for amateur
radio use. AX.25 has most frequently been used
to establish direct, point-topoint links between
packet radio stations, without any additional
network layers. However, in order to provide
routing services, several network layer
protocols have been developed for use with
AX.25. Most prominent among these are NET/
ROM, ROSE, and TexNet. In principle, any net-
work layer protocol may be used, including the
Internet protocol (IP), which was implemented
in the framework of the AMPRNeI project.

2.2t8F.F,802.11

Wi-Fi is a wireless networking technology based
on the IEEES02.1L specifications. The first - and
still mosf used-Wi-Fi standard is referred to
as IEEE802.L1b in the scientific literature. It was
then declined into IEEE802.11a IEEE802.11g and
IEEE802.11n. IEEE802.1't i and IEEE802.'t"1h,
which respectively focus on Quality of Service
(QoS) and security, are out of the scope of this
document. All Wi-Fi technologies operate on the
2.4GHz band, except from IEEE802.11a which
operates within the 5GHz band. These technolo-
gies use significantiy different pHy layers
whictu from the user point of view, make thern
differ in term of the bandwidth (i.e. the data rate)
that they provide. TypicaLly,Wi-Fi enabled de-
vices have coverage distances ranging from 50
to more than 100 meters. In practice, this cover-
age distance depends greatly on the nature of
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the antenna and on the environment in which
the devices evolve.

2.2.1,lEEE802.11a

IEEE802.1l,a uses Orthogonal Frequency Divi-
sion Multiplexing (OFDM). It is the only wire-

less radio technology that works in the SGHz

band. The main idea behind OFDM is that since

low-rate modulations (i.e niodulations with
relatively long symbols compared to the chan-

nel time characteristics) are less sensitive to

multipath, it should be better to send a number

of low rate streams in parallel than sending one

high rate waveform. OFDM then works by di-

viding one high-speed signal carrier into sev-

eral iower-speed subcarriers, which are trans-

mitted in parallel. High-speed carriers, which

are 20MHzwide, are divided into 52 sub chan-

neis, each approximately 300KHz wide. OFDM

uses 48 of these sub channels for transporting
data, while the four others are used for error

correction. OFDM delivers higher data rates and

a high degree of multipath reflection reconstruc-

tion, thanks to its encoding scheme and error

correction.

2.2.2rE88802.11b

IEEE 802.11b uses Direct Sequence Spread Spec-

trum (DSSS) as the physical layer technique for

the standard. DSSS uses a complex technique

which consists in multiplying the data being

transmitted by a noise signal. This noise signal

is a pseudo-random sequence of 1 and -L val-
ues, at a frequency much higher than the origi-
nal signal. The resulting signal wav: looks
much like white noise. This white noise can be

filtered at the receiving end in order to recover

the original data. This filtering happens by again

multiplying th.e same pseudo-random sequence

by the received signal (because L x 1:1, and -1

x -L = 1). This processr known as "de-spread-

ing", mathematically constifutes a correlation

of the transmitted pseudo-random sequence

with the receiver's assumed sequence. For al-

lowing de-spreading to work correctly, the

transmit and received sequences must synchro-

nized. So far, IEEE 802.11b is the implementa-

tion of the IEEE 802.1]" standard that has been

most heavily studied in the framework of mo-

bile ad hoc networks.

2.2.3lEEE802.1Lg

IEEE802.1Lg, just like IEEE802.1La, uses

orthogonal frequency-division multiplexing
(OFDM), it then boasts similar bandwidths.
OFDM is described in Section2.2.1. But unlike
IEEE802.11a IEEE802.11.gworks in the 2.4 GFIz

band. Since the draft 802,119 standard combines

fundamental features from both 802.11a and

802.11b, it leads to the development of devices

that can inter-operate with technologies based

on both of the previous versions of the specifi-

cation. '

2.3 Bluetodth

Bluetooth is essentially the same kincl of micro-
wave radio technology that has given us wire*
less door chimes and automatic garage door
openers. It was initially reskicted to an operat-

ing distance of just L0 meters and a speed of
approximately L Mbit/s. When Bluetooth de-

vices come within range of each other, they es-

tablish contact and form a temporary network
called a Personal Area Network (PAN). In the

Bluetooth terminology, this is also known as a

Pico net. A multi-hop ad hoc network formed
by the interaction of Bluetooth devices is called

a Scatter net. When using Bluetooth, the devices

must establish a network session before being

able to transmit any data. Bluetoothuses the Fre-

quency-Hopping Spread Spectrum (FFISS) tech-
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nique. Unlike IEEE802.11 which establishes a

communication link on a certain frequency (a

channel), FHssbreaks the data downinto small
packets and transfers it on a wide range of fre-
quencies across the available frequency band.
Bluetooth transceivers jump among 79 hop fre-
quencies in the 2.4GHzband at the rate of -1,,600

frequency hops per second. 10 different types
of hopping sequences are defined, 5 of the 79

MHz mnge/79 hop system and 5 for the 23MIHz
rangel2S hop system. This technique trades off
bandwidth, in order to be robust and secure.

More precisely, Spread Spectrum communica-
tion techniques have been used for rnany years
by the military because of their security capa-
bilities.

2.4 Hiperlan

The HiperLAN2 standard is very close to
802.11,a/ g in terms of the physical layers it
uses-both use OFDM technology-but is very
different at the MAC level and in the way the
data packets are formed and devices are ad-
dressed. On a technical level, whereas 802.11a/
g can be viewed as true wireless Ethernet,
HiperLAN2 is more similar to wireless Asyn-
chronous Transfer Mode (ATM). It operates by
sharing the 20MHz channels in the SGHz spec-

trum in time, using Time Division Multiple
Access (TDMA) to provide QoS through ATM-
like mechanisms. It supports two basic modes
of operation: centralized mode and directmode.
The centr ahzed mode is used in the cellular
netr,r'orking topology where each radio cell is
controlled by an access point covering a certain
geographical area.

2.5 ZigBee

ZigBee-enabled devices conform to the IEEE
8A2.L5 . 4-2003 standard. This standard specifies
its lower protocol layers, the physical layer
(PHY), and the mediurn access control (MAC).

it targets Low-Rate Wireless Personal Area Net-
work fl fPAN). ZigBee-style networks research

began in 1998. Zigbee was intended to operate
in contexts in which both Wi-Fi and Bluetooth
are not suitable. Zigbee operates in the unli-
censed 2.4 GHz, 915 MHz and 868 MHz ISM
bands. It uses direct-sequence spread spectrum
(DSSS) coding. This makes the data rate to reach

250kbit/s per channel in the 2.4GHzband,40
kbit/s per channel in the 9t1MHzband, and 20

kbit/ s in the 868 MHz band. The maximum
output power of ZigBee antennas being gener-
ally 1 mW, the transmission range of ZigBee
nodes is between 10 and 75 meters. Observa-
tions have shown that the transmission range is
heavily dependent on the environment.

2.6 Bt o adband wireless networking

WiMAX (IEEE 802.1.6) stands for Worldwide
Interoperability for Microwave Access. IEEE

802.1,6 boasts data rates up to 7}Mbit/ s over a

distance of 50 km. However practical limits from
real world tests seem to be between 500 kbit/s
and 2 Mbit/s at a distance of around 5-Bkms.

WiBro is a wireless broadband internet technol-
ogy being developed by the Korean teiecoms
industry. It has been announced that WiBro
base stations will offer an aggregate data
throughput of 30 to 50 Mbit/s and cover a ra-
dius of up to 5 km. The technology will also
offer Quality of Service. HIPERMAN [HPF03,
HPF04], which stands for High Performance
Radio Metropolitan Area Network, is a Euro-
pean alternative to WiMAX. The standards were
created by the European Telecommunications
Standards Institute (ETSI). It provides a wire-
less net#ork communication in the 2-11 G]Frz

bands. The adequation of these technologies to
ad hoc networking is discussable, since they
would permit to establish ad hoc networking
at a level at which technologies for infrastruc
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ture networks (like GSM or UMTS) are avail-
able.

3. Protocol Validation

3.1 Survey of Method

Computer networking protocol validation is
commonly done using a combination of simu-
lation and testing. These are both valid ap-
proaches that to some extent complement each
other. Simulation offers the possibility to run a
large batch of tests under identical circum-
stances whereby some parameter can be varied
and the effect sfudied. A very common assist-
ing tool, or framework, is the network simula-
tor - ns-2 [25]. Live testing is often applied to
some extent during protocol Ceveloprnent. An
important appiication for the method is when
checking interoperability between different
implementations. Live testing poses the diffi-
culty of conducting serreral comparable tests,
but if done in a structured way it may very well
expose errors or problems not visible in
sirrrulations. The gray zone problem, reported
by Lundgren et al. [3a] is one example of such a
discrepancy. in Paper C initial resuits from a

structured live testing study are presented. The
tool we use is called the APE testbed [3S]. A
third alternative is to use formal verification in
order to be sure to cover all situations possible
in a system model. Testing and simulation are
not exhaustive methods and cannot guarantee
that there are no undiscovered subtle errors or
design flaws in a protocol. The objective of for-
mal verification is to improve on reliability by

about systems using mathematical
iogic. A formal system model can thereby be
checked to fully comply with a given set of re-
quirements. There have been comparatively
few efforts at formal verification of ad hoc rout-
ing protocols. The reason for this is twa{old.

First, there is the presumption that the meth-
ods are difficult to use which is to some extent
true since there really is a threshold to cross
before becoming proficient. The deductive
methods usually require more experience be-
fore it is possible to carry out a proof for a non
frivial system. Even then, it is often a very time
consuming process.

In the case of deductive methods they
have a potential to be very porverful and can be
used to construct proofs for large or even infi-
nite state systems. Ffou'ever, the proof may be
notoriously difficult to find or it rnay not even
exist because the problem is not weli formu-
lated. Algorithmic verification methods, com-
rnonly known as model checking [9j, have been
more successful in terms o{ industrial deploy-
ment because of their easier usage. These meth-
ods have another problem that surfaces for sys-
tems cornposed from a set of different compo-
nents that can interact in a non deterministic
manner. Many possible interleaving of execu-
tion are thereby possible, leading to exponen-
tial growth-of the searched state space; the state
explosion problem [41]. These new techniques
thus have the potential for verifying infinite

many fronts in
use as well as

order to lower
on coping with

the threshold of
the state explo-

state systems automatically by absfract interpre-
tation [15] followedby, for example, symbolic
model checking [36]. There is ongoing work on

sion problern. Flere, we concentrate on some of
the more user friendly toois, namely automatic
model checkers. Our hope is to advocate the use
of formal verification by the average protocol
designer.

3.2 Formal Protocol Verification

3.2.1 System Description Languages

In order to verify a particular protocol it first
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has to be described in a structured and unam_
biguous way.For this, there are two main
choices. Either, one can write an implementa_
tion in a reguiar programming language such
as C and thereafter verify the code directly. This
approach has been used by Engler and
Musuvathi [18] to find errors in different AODV
implementations. It is most often not used for
exhaustive verification but rather as a method
of finding program bugs, even though Engier
and Musuvathi were also able to identify a rout_
ing loop error in the AODV specification. The
second approach to describing the protocol is
to use a formal description language. This can
either be a subset of first order predicate logic
or some more high level formalism such as
PROMELA (PROcess Meta LAnguage) used in
the SPIN [23j tool. In reality, these languages

are just representations of transition systems. It
is essential that the formal description matches
that of the real system implementation, but nor-
mally some parts have to be abstracted away
from in order to make the problern feasible for
verification. In the case of deductive verifica-
tion the proof may otherwise be too difficult to
construct and in the case of model checking the
state space can easily blow up. When abstract_
ing, one has to make sure that the system model
retains the same behavior as the implementa-
tion for the properties of interest.

3.2.2 Requirement properties and Specifica-
tion Languages

Requirements on the system are conunonly ex_
pressed in a temporal logic such as LTL (Lin_

Table 1. SPIN verification results

Scenario States generated Transitions All states Memory

searched used [ivfbl

571,5

269886

53674

4.58e+07

(8.15e+06

"1..41e+06

3.40e+07

(7.27e+06)

1,2105

731,11g

128831

1.33e+08

(2.21e+07)

4.59e+06

(2.50e+07)

4.242 (6.188)

33.05 (124.7)

8.836 (30.12)

4083 (4083)

174.4 (806.6)

4083 (4083)

Time used

0.20 (0.20) s

12.33 (10.a8) s

2.1e (1.e2) s

. 5 h:57 min

(8 min:56 s)

1:36 Q:26) min:s

4 h:2 min

(9 min:43 s)

(u)

(b)

(.)

(d)

Yes

Yes

Yes

No

Yes

No

(")

(0
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ear Temporal Logic) [43] or CTL (Computation
Tree Logic) t10]. Requirement properties can be
categorized as either liveness or s#ety proper_
ties [29]. Characteristic for a safety property is
that a violation is detectable using a finite sys_
tem run. It can informally be described using
the sentence "something bad will never hap_
pen" provided that the property holds in ail
reachable system states. In contrast, a liveness
properfy corresponds to the sentence ,,some_

thing good will eventually happens,,. In order
to produce a counter example for a liveness
property it is sometimes necessary to sfudy in_
finite system runs.

3.2.3 Applying rhe Method

Model Checking

There are two main advantages of model check_
ing in comparison to deductive methods. The
first one is that once the system model has been
constructed and the verification properties de_
vised, the process is completely automatic and
outputs a"yes" ar "tro,'answer. The other ad_
vantage is the possibility to generate error fraces
in case a property is not futfilled by the system.
This makes it possible for the user to modify
the model accordingty. The main disadvantage
of model checking is its lirnitation to finite state
systems. It can, however, be usecl in hybrid in_
finite state verification approaches where model
checking is, for example, a component in a
CEGAR (Counier-Example GuidedAbstraction
Refinement) loop [12]. Furthermore, model
checking of symbolically represented systems
can be regarded as inJinite state since the origi_
nal system may contain an unlimited element
(such as continuous time). Using model check_
ing, one can check safety as weil as liveness
properties. Model checking algorithms work by

exploring the state space whereby the search
stops at the first violation or when the cornplete
execution tree has been examined. Methods can
be divided into explicit state and symboiic
model checking depending on if the individual
states or groups (sets) of states are used to rep_
resent the state space.

Deductive Verification

In deductive verification the goal is to prove
that a conclusiory the property to be verified,
can be drawn from a given set of premises, the
system description. This was previousiy a te_
dious manual process which has been speeded
up with the emergence of semi_automatic tools,
so called theorem provers. One advantage of
this method is that it can be used to prove prop_
erties of infinite state systems, for exampie a
protocol running in a network with an un_
bounded number of nodes. An invariant is an
assertion that is true in all states of a system. A
safety property, expressed as an invarian! can
be proven using mathernatical induction. First
it needs to be proven that the initial systern con_
figuration implies the assertion. In the induc_
tive step it is then checked whether ali state tran_
sitions preserve the property, that is, if the as_
sertion holds before the fransition it will also
hold after it. Hence, the verification does not re-
quire an explicit state space search. This avoids
the state explosion problem at the cost of a more
cumbersome proof process. The manuai
method was used by Ogier [a0] to make a proof
of correctness for the TBRpF [39] protocol. For
the discovery module he further presents a proof
that the neighbor information exchanged is suf_
ficient for the functionality of the protocol.

3.2.4The State Explosion problem and Rem_
edies
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The state explosion problem in model check-

ing refers to the situation in which the state

space storage overhead grows exponentially
with the size of the model. This problem occurs

because of the large number of possible inter-
leaving between processes in a reactive concur-
rent system. Verification may thereby fail sim-
ply because the available amount of computer
memory is limited. There have been a number
of suggestions for coping with the state explo-
siory that is, to make verification feasible for
realistically sized systems. We list the major
remedies below following the description by
Clarke et al. [9].Symbolic representation. Sym-
bolic representationrefers to the use of compact
data structures for representing state space. For
example, by encoding the transition relations
of a Kripke structure as a Binary Decision Dia-
gram (BDD) it is possible to save storage by ex-

ploiting the often inherent regularity of a hard-
ware or software system. Constraint system rep-
resentation of continuous parameters such as

clock ranges, which is done in UPPAAL, is an-

other example of a symbolic representation. In
that case it would not even be possible to store
all time points explicitly regardless of the
amount of available memory. Partial order re-
duction. Partial order reduction [2a] is an opti-
mizatiory for example implemented inthe SPIN
tool. If a group of concurrently executing proc-
esses do not exchange any data throughout their
lifetime, then it does not make a difference for
the end result if they are run one after the other
or in parallel. This makes verification simpler
since the processes can be verified in isolation.
Flowever, once processes cooperate, for exam-

ple by message passing, which is certainly the
case for protocol implementations, then the pos-

sible interleaving of operation have to be taken

into account when verifying the system. Partial
order reduction is a way of disregarding proc-
ess interleavings that produce the same global

state as some other interleaving. Note that the
verification property also needs to be taken into
account since itmight introduce additional data
dependencies between processes. Keeping as

much as possibie local to each modeled proc-
ess can thus promote partial order reduction.

4. Related Work

Routing below the IP layer for ad hoc networks
was independently adapted by [f] using label
switching which is equivalent to the selectors.

A similar project is [2] where the authors also

aim at putting L2.5 routing logic inside the
(wireiess) network interface card. For AODV,
formal validations have been carried out by the
Verinet group [19]. Using a theorem proves and
a SPIN model of AODV in a2 node setup (with
an AODV router environment), it is in fact a

loop free routing protocol. The Verinet group

[23] have carried out formal validation of AODV

[13] and idbntified a flaw that could lead to loop
formation. This was done using the HOL [2a]
theorem prove and a SPIN rnodel of AODV in a
two node setup (with an AODV router environ-
ment). They have also suggested a modification
and verified that, after this, the protocol was
loop free. Their approach verified the general

case, but the methodology involves substantial
user interaction.

5. Conclusions

This work is to our knowledge the first to study
a range of topologies in order to determine
where the limit actually is when performing
model checking on an ad hoc routing protocol.
We have inlroduced the ad hoc routing proto-
col which targets the common-case of network
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clouds with 10-15 nodes and a diameter of up
to three hops. We believe that such settings will
be the rnost popular ones where ad hoc net-
works can and will be put into operation. More
specially, in larger settings and for IEEE 802.11.

there are such severe degradations occurring
under any ad hoc routing scheme that we do
not consider this to be a relevant use case that a
routing protocol should lry to address. When
verifying both the data and controi aspects of
the protocol usingSPIN and whenverifying the
timing properties using UPPAAL the size of
network, i.e. the number of nodes involved, as
well as the nafure of the topological scenarios
is limited due to state space storage overhead.
Even if parallel model checking approaches
were used, our conclusion is that it is at this
point not feasible to provide a proof for topolo-
gies of any significant size by modeling the pro-
tocol directly. On the other hand, our study ena-
bles us not only to analyze the modetring con-
siderations that have to be imposed, but also
provides us with a solid starting point for the
further work we intend to pursue in the direc-
tion of infinite-state verification of ad hoc rout
ing protocols.
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